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This paper applies reinforcement learning techniques to the actuarial problem
of determining a credibility weighting for claims data. We demonstrate that re-
inforcement learning (RL) based approaches, including both RecurrentPPO and
DQN, outperform classical credibility methods, despite being restricted to a sub-
class of estimators and without the need for a Bayesian prior. The algorithm pro-
vides an assumption free way to determine the best credibility action given claims
information and its performance over traditional methods is demonstrated in mul-
tiple simulation studies including cases with non Markovian drivers for claims.
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